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ABSTRACT
Preconditioned iterative sparse linear solvers are memory-efficient
for large scientific simulations, but the dependences between it-
erations introduced by preconditioners limit parallelization. This
issue is exacerbated on GPUs, which feature many parallel cores.
We propose a sparsified preconditioned conjugate gradient (SPCG)
solver that increases parallelism by reducing dependences through
sparsification, while preserving convergence behavior. We evaluate
the proposed SPCG using both ILU(0) and ILU(K) preconditioners
on a wide range of symmetric positive definite (SPD) matrices. The
proposed SPCG improves the performance of the iterative phase of
SPCG by a geometric mean speedup of 1.23× and 1.65× over the
non-sparsified PCG using ILU(0) and ILU(K), respectively on an
NVIDIA A100 GPU. SPCG also yields geometric mean end-to-end
speedups of 1.68× and 3.73× over the non-sparsified versions with
ILU(0) and ILU(K), respectively, on the same platform.
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1 INTRODUCTION
The solution to sparse linear systems represents a critical compu-
tation in a large number of scientific simulation domains. Sparse
linear systems are represented mathematically in Equation 1, where
matrix 𝐴 is sparse, vector 𝑏 is given, and vector 𝑥 is unknown. This
work assumes 𝐴 is symmetric positive definite (SPD).

𝐴𝑥 = 𝑏, 𝑥, 𝑏 ∈ R𝑛, 𝐴 ∈ R𝑛×𝑛 (1)
Two distinct approaches have arisen for solving sparse linear sys-
tems. Direct solvers are more robust, but do not scale well due to
large memory requirements. Iterative solvers, while less robust and
sensitive to conditioning, have the advantage of being more scal-
able; because their memory usage remain invariant to the matrix
structure. A common method to improve upon the robustness of
iterative solvers is through preconditioning the solution matrix.
Depending on the preconditioning choice, solver scalability and
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convergence are also affected. In this paper, we focus on a precondi-
tioned conjugate gradient (PCG). PCG uses a transformed version
of the 𝑛 × 𝑛 SPD linear system to improve convergence and solve
the linear system faster.

This paper focuses on a class of preconditioners that rely on
incomplete-LU factorization, deriving lower- and upper-triangular
factors of the matrix. ILU(0) has no fill-in, which means that no
additional nonzero elements are added after the factorization of the
preconditioner. We also consider ILU(K), which introduces fill-in to
produce the preconditioner’s factors. ILU(K) offers more stability
at increased complexity due to fill-in.

While preconditioning improves convergence of the solver, the
construction and applications of the preconditioner can itself be
costly. In dense ILU, the calculation for each row depends on the
previous one, making it a sequential computation. When sparse
matrices are used, not all columns have values, which makes it
possible to use wavefront parallelism to perform calculations in
parallel. In wavefront parallelism, independent iterations form a
wavefront and a synchronization mechanism is required after each
wavefront. Prior work [34, 36, 41] has used wavefront parallelism
successfully; however, a large number of synchronizations can
under-utilize GPU resources.

In this paper, we sparsify the linear system, eliminating nonzero
values that are less likely to impact convergence. We call this ap-
proach Sparsified PCG or SPCG. Through sparsification, the precon-
ditioning performs less computation and reduces data movement.
But more importantly, we may increase parallelism by reducing the
number of wavefront levels. Our findings suggest that SPCG can
outperform regular PCG with better convergence, and the paper
provides guidance on when SPCG can be effective and profitable.

The contributions of this paper are as follows:

(1) We present SPCG that uses a new wavefront-aware sparsifi-
cation approach for iterative solvers that improves perfor-
mance by reducing computation and data movement, and
increasing parallelism.

(2) We provide a detailed analysis of when SPCG is profitable,
based on matrix numerical characteristics and wavefront
reduction. Analysis evaluates the correlation between wave-
front reduction and performance improvement, portability

https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX


Conference’17, July 2017, Washington, DC, USA Da Ma, Khalid Ahmad, Kazem Cheshmi, Hari Sundar, and Mary Hall

Algorithm 1: Preconditioned Conjugate Gradient (PCG)
Input :Matrix𝐴, preconditioner𝑀 , right-hand side 𝑏, tolerance 𝜖 ,

maximum iteration 𝑘max
Output :Solution 𝑥

1 𝑥0 ← initial guess (e.g., zero)
2 𝑟0 ← 𝑏 − 𝐴𝑥0
3 𝑧0 ← 𝑀−1𝑟0
4 𝑝0 ← 𝑧0
5 for 𝑘 ← 0 to 𝑘max do
6 if ∥𝑟𝑘 ∥ < 𝜖 then
7 return 𝑥𝑘

8 end
9 𝑤𝑘 ← 𝐴𝑝𝑘

10 𝛼𝑘 ←
(𝑟𝑘 ,𝑧𝑘 )
(𝑝𝑘 ,𝑤𝑘 )

11 𝑥𝑘+1 ← 𝑥𝑘 + 𝛼𝑘𝑝𝑘
12 𝑟𝑘+1 ← 𝑟𝑘 − 𝛼𝑘𝑤𝑘

13 𝑧𝑘+1 ← 𝑀−1𝑟𝑘+1

14 𝛽𝑘 ←
(𝑟𝑘+1,𝑧𝑘+1 )
(𝑟𝑘 ,𝑧𝑘 )

15 𝑝𝑘+1 ← 𝑧𝑘+1 + 𝛽𝑘𝑝𝑘
16 end
17 return 𝑥𝑘max

across two GPUs and one CPU, and examines how applica-
tion domain impacts convergence.

(3) We present an implementation of the two solver variants for
GPUs that provides a gmean end-to-end speedup of 1.68×
and 3.73× over the original solvers with ILU(0) and ILU(K)
preconditioners on A100, respectively.

2 MOTIVATION
The PCG method is a well-known iterative solver for sparse linear
systems, especially in applications that exhibit SPD properties. A
variant of the PCG algorithm, known as left-preconditioned CG [40],
is described in Algorithm 1. As shown, PCG starts with an initial
guess and then calculates the residual vector 𝑟 , where 𝐴 is the
coefficient sparse matrix and 𝑏 is the right-hand side vector. For
a number of iterations 𝑗 = 0, 1, 2, . . . , the algorithm computes the
step size using a preconditioner and calculates and updates the
solution and residual vectors until the convergence condition is
satisfied or the maximum number of iterations is reached. Several
other algorithms can operate on SPD matrices, but PCG is usually
the quickest and most reliable at solving those types of systems [6],
hence the method of choice here.

In PCG, the computational cost is dominated by the sparse
matrix-vector multiplication (SpMV) and the application of the
preconditioner, as shown in Lines 9, 15, and 13 of Algorithm 1.
While SpMV is inherently parallel, the primary challenge lies in the
efficient parallelization of the preconditioner application (Line 13),
which involves solving sparse triangular systems. Specifically, ap-
plying the preconditioner entails solving 𝐿𝑈𝑧𝑘+1 = 𝑟𝑘+1, where
𝐿 and𝑈 are sparse lower and upper triangular matrices. This op-
eration requires a forward substitution followed by a backward
substitution, both of which exhibit data dependences that limit
fine-grained parallelism. Thus, efficient wavefront parallelism is
critical for accelerating this stage.

©«
𝑎 0 0 0
0 𝑏 0 0
𝑐 0 𝑑 0
𝑒 0 𝑓 𝑔

ª®®®¬
(a) Dense matrix

rowptr 0 1 2 4 7

Col 0 1 0 2 0 2 3

Val a b c d e f g

(b) Sparse representation

0 1

3

2

Wavefront 1

Wavefront 2

Wavefront 3

(c) Dependence graph and
wavefronts

0 1

3 2

Wavefront 1

Wavefront 2

(d) Sparsified dependence graph
and wavefronts.

Figure 1: The effect of sparsification on reducing dependences
and wavefront in preconditioned sparse solvers. a) a sparse
lower triangular matrix 𝐿 with 7 nonzeros stored in dense
format. b) compressed sparse row (CSR) presentations of 𝐿
shown in part 1a. c) dependence graph wavefront parallelism
for solving 𝐿𝑥 = 𝑏, dashed lines represent barrier synchro-
nizations. d) dependence graph and wavefronts when nnz 𝑓
is sparsified.

Wavefront parallelization is a well known technique for exploit-
ing parallelism for loops with data dependences. In wavefront par-
allelization for sparse solvers, an inspector generates a graph of
sparse dependences at runtime and uses it to identify independent
iteration sets, i.e., wavefronts. Iterations within each wave can be
executed in parallel. The executor portion of the code executes
the waves sequentially due to the sparse dependences between
iterations in different wavefronts. Figure 1a and 1b show a dense
lower triangular factor and its corresponding compressed sparse
row format (CSR), respectively. The dependence DAG of sparse
lower triangular solver involving the sparse matrix in Figure 1b
is shown in Figure 1c. Each vertex 𝑖 represents operations corre-
sponding to finding a solution of equation 𝑖 (or 𝑥𝑖 ). The dotted
lines in Figure 1c show three wavefronts of the the lower triangular
system. Elements 𝑎 and 𝑏 can be processed in the same wavefront
to compute 𝑥0 and 𝑥1 since columns 0 and 1 have no overlapping
row. However, processing elements 𝑐, 𝑑, 𝑒, 𝑓 , 𝑔 to compute 𝑥2 and
𝑥3 must wait until row 0 is completed. In Figure 1d, the nonzero
value 𝑓 , corresponding to the edge between graph nodes 2 and 3,
was eliminated or sparsified, thereby reducing the wavefront levels
from three to two.

This example motivates the opportunity of selectively removing
nonzeros. Not only does it reduce the size of the sparse matrix and
associated computations, but it also has the potential to increase
wavefront parallelism when preconditioning is applied. The next
section describes the SPCG sparsification approach.
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3 SPARSIFIED PRECONDITIONED
CONJUGATE GRADIENT (SPCG) SOLVER

Sparsified Preconditioned Conjugate Gradient (SPCG) accelerates
the PCG solver by selectively zeroing out data in the sparse matrix,
i.e., sparsifying. This section first provides an overview of SPCG
and then introduces the wavefront-based sparsification and the
theory behind it. Additionally, we explain the two variants based
on ILU(0) and ILU(K), referred to as SPCG-ILU(0) and SPCG-ILU(K),
respectively.

Wavefront-Aware
Sparsification (Algorithm 2)

ILU(0)/ILU(k)
Preconditioner

PCG
(Algorithm 1)

A

Â M = {L,U}
x

A, b

1

Figure 2: The SPCG solver overview

3.1 Overview
The overall view of SPCG is shown in Figure 2, where our proposed
sparsification approach is highlighted. As shown, the SPCG solver
takes a sparse SPD matrix 𝐴 and a known right-hand side vector 𝑏
as its inputs and computes the solution vector 𝑥 . The SPCG solver
first sparsifies 𝐴, then computes a preconditioner’s factors using
ILU(0)/ILU(K), followed by calling the PCG algorithm shown in
Algorithm 1. To increase parallelism, SPCG uses a wavefront-aware
sparsification approach to determine whether to eliminate nonzero
values. An ILU solver is applied to sparsified 𝐴 to compute pre-
conditioner𝑀 , which has approximate 𝐿 and𝑈 factors of 𝐴. The
preconditioner, along with 𝐴 and 𝑏, are used in the PCG algorithm
to compute solution 𝑥 . SPCG aims to use sparsification to run PCG
efficiently and converge quickly.

3.2 Wavefront-Aware Sparsification
SPCG employs a wavefront-aware sparsification approach to se-
lectively remove nonzero values from the original matrix in order
to improve PCG convergence time. This process adds controlled
perturbations to the matrix structure, with the goal of accelerating
convergence while preserving numerical stability. Specifically, it
seeks to balance two objectives: maintaining a bounded approxi-
mation error and reducing inter-iteration dependences of the pre-
conditioner by lowering the number of parallel wavefronts. The
following analysis focuses first on the convergence conditions un-
der the injected sparsification error, followed by a discussion of
algorithm and and the heuristics used for efficient implementation.

3.2.1 Theoretical Analysis. The goal of sparsification is to deter-
mine 𝐴 in 𝐴 = 𝐴 + 𝑆 where all three matrices are symmetric. We
aim to show when convergence is guaranteed in solving 𝐴𝑥 = 𝑏

under the introduced sparsification 𝑆 .
To get the iterations after sparsification, we start from:

𝐴𝑥 + 𝑆𝑥 = 𝑏 (2)
Treating 𝑥 as the fixed point of an iterative scheme define:

𝐴𝑥𝑘+1 + 𝑆𝑥𝑘 = 𝑏 (3)
Subtracting Equation 2 from Equation 3, we obtain:
𝐴(𝑥𝑘+1 − 𝑥) + 𝑆 (𝑥𝑘 − 𝑥) = 0→ 𝑥𝑘+1 − 𝑥 = 𝐴−1𝑆 (𝑥 − 𝑥𝑘 ) (4)

(a) 𝐴 (b) 𝑆 (c) �̂�

Figure 3: Example patterns ofmatrix𝐴, residualmatrix 𝑆 , and
sparsified matrix 𝐴. Matrix 𝐷𝑢𝑏𝑐𝑜𝑣𝑎1 with 134,569 nonzero
elements is sparsified with 10% and result in dropping 10.00%
of nonzeros and 14.73% of wavefronts.

After taking the norm of both sides:
| |𝑥𝑘+1 − 𝑥 | | ≤ | |𝐴−1𝑆 | | · | |𝑥 − 𝑥𝑘 | | (5)

Thus, if | |𝐴−1𝑆 | | < 1, the system is guaranteed to converge after
applying sparsification. We simplify this condition by using the
matrix norm sub-multiplicative property, i.e., the norm of a product
is less than the product of norms:

| |𝐴−1𝑆 | | < | |𝐴−1 | | · | |𝑆 | | ≤ 1, (6)
convergence is ensured if the product | |𝐴−1 | | · | |𝑆 | | is less than 1.
Since | |𝐴−1 | | · | |𝑆 | | sets a looser bound than | |𝐴−1𝑆 | |, even a value
larger than 1 may also reflect an acceptable convergence safety.

We remark that in the theoretical derivation above, the term 𝑆

implicitly includes not only the sparsification error but also the error
introduced by the incomplete factorization, denoted as 𝐸𝑓 . However,
in practice, 𝐸𝑓 is not available or easily computable. Therefore, in
our algorithm, we reinterpret the condition | |𝐴−1 | | · | |𝑆 | | < 1 by
isolating 𝑆 to represent only the sparsification error, excluding 𝐸𝑓 ,
and compare it against a relaxed empirical threshold 𝜏 instead of 1.
This adjustment conceptually preserves the original convergence
bound while enabling a practical and efficient implementation.

Computing | |𝐴−1 | | after each sparsification step is computation-
ally expensive. The cost of computing wavefronts must also be
considered. To avoid this, we propose heuristics to approximately
ensure the above condition with low computational overhead.

3.2.2 Algorithm. The wavefront-aware sparsification procedure is
outlined in Algorithm 2, which takes as input the matrix 𝐴 along
with two thresholds: 𝜏 and 𝜔 to ensure convergence rate based
on numerical properties and effective wavefront reduction. The
algorithm is an iterative method that in each iteration computes𝐴𝑡 ,
and then verifies that 𝐴𝑡 satisfies both the convergence condition
and the desired wavefront reduction. More specifically, convergence
safety is assessed using Equation 6. The algorithm however uses
certain approximation to achieve computational feasibility.

To avoid computing convergence and sparsity indicators on a
per-nonzero basis, we predefine a set of three sparsification ratios
𝑡—10%, 5%, and 1%—each representing the percentage of nonzero
entries to be removed from 𝐴. These ratios are computed exper-
imentally and applied in decreasing order of aggressiveness as
shown in line 2 in Algorithm 2. We observed that extending beyond
these three sparsification ratios introduces diminishing returns.
For each ratio 𝑡 , as shown in line 3, a corresponding proportion of
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Algorithm 2:Wavefront-Aware Sparsification
Input :Matrix 𝐴, convergence threshold 𝜏 , wavefront threshold 𝜔
Output :Matrix �̂�
/* Estimate convergence sensitivity */

1 𝑤𝐴 ← number of wavefronts in 𝐴

2 foreach 𝑡 ∈ {10, 5, 1} do
/* Check convergence indicator */

3 �̂�𝑡 ← 𝐴 − 𝑆𝑡
4 ∥�̂�−1𝑡 ∥ ← 𝜅 (�̂�𝑡 )/∥�̂�𝑡 ∥2
5 if ∥�̂�−1𝑡 ∥ · ∥𝑆𝑡 ∥ > 𝜏 then
6 if 𝑡 = 1 then return 𝐴 − 𝑆10
7 else continue with next 𝑡
8 end

/* Check wavefront reduction */

9 𝑤
�̂�𝑡
← number of wavefronts in �̂�𝑡

10 if 100(𝑤𝐴 − 𝑤
�̂�𝑡
)/𝑤

�̂�𝑡
≥ 𝜔 or 𝑡 = 1 then

11 return �̂�𝑡

12 end
13 end
14 return 𝐴 − 𝑆10

the smallest-absolute-magnitude nonzero entries is removed, while
diagonal entries are preserved to maintain numerical stability. As a
result, the original matrix 𝐴 is decomposed into a sparsified matrix
𝐴𝑡 and a residual matrix 𝑆𝑡 containing the removed entries, such
that 𝐴 = 𝐴𝑡 + 𝑆𝑡 . Figure 3 illustrates this sparsification and decom-
position on a matrix from the SuiteSparse repository [18], where
the effect is particularly visible in the lower triangular region.

For convergence testing, the algorithm uses an approximation
for ∥𝐴−1∥ in Equation 6. The approximation is based on the general
identity 𝑘 (𝐴) ≈ ∥𝐴−1∥ · ∥𝐴∥2 where 𝑘 (𝐴) is the condition number
of 𝐴 and expensive to compute. Thus, the condition number 𝑘 (𝐴)
is approximated as the ratio of the inf-norm of 𝐴, used as a proxy
for its largest eigenvalue, to the smallest diagonal entry in 𝐴, used
as an approximation for the smallest eigenvalue. This estimation
avoids expensive eigenvalue or inverse computations while still
providing a practical indicator of convergence behavior. As shown
in lines 3–8, for each sparsification ratio, the algorithm computes
this convergence indicator ∥𝐴−1∥ · ∥𝑆 ∥ and compares against the
predefined threshold 𝜏 . If this product exceeds 𝜏 , the algorithm
proceeds to evaluate a smaller, more conservative ratio. However, if
even the smallest ratio (1%) fails this convergence check, the most
aggressive ratio (10%) is selected as shown in line 6 in Algorithm 2.
Since no sparsification level guarantees reliable convergence, the al-
gorithm instead prioritizes higher sparsification, potentially higher
per-iteration speedup.

For sparsified matrices that satisfy the convergence test, the
algorithm proceeds to evaluate wavefront reduction effectiveness,
as shown in lines 9–12 of Algorithm 2. The number of wavefronts
in the sparsified matrix based on 𝑡 , denoted by 𝑤

�̂�𝑡
, is computed

and normalized against the wavefronts in the original matrix𝑤𝐴

to measure the relative reduction as shown in Equation 7:

Wavefront reduction (%) =
𝑤𝐴 −𝑤�̂�

𝑤𝐴
× 100%. (7)

If the wavefront reduction exceeds the predefined threshold 𝜔 ,
the current sparsified matrix is considered effective, and the cor-
responding sparsified matrix 𝐴𝑡 is selected as shown in line 11 in
Algorithm 2. Otherwise, the algorithm proceeds to evaluate the
next value of 𝑡 . If none of the tested sparsification ratios achieves
sufficient wavefront reduction despite satisfying the convergence
criterion, suggesting limited potential for per-iteration acceleration,
the algorithm selects the smallest 𝑡 (1%), to minimize sparsification
error, potentially reducing PCG iterations.

3.2.3 Heuristic choice analysis. The design of the wavefront-aware
sparsification algorithm (Algorithm 2) incorporates a set of experi-
mentally driven decisions to reduce computational overhead while
maintaining robustness. Two key simplifications, restricting the
sparsification ratio space and approximating condition number
estimation, are evaluated and justified below based on extensive
experiments on 107 SPD matrices from the SuiteSparse repository.

Algorithm 2 uses three empirically predetermined thresholds to
balance convergence and sparsification overhead. The used spar-
sification ratios to the most consistently effective choices: {1, 5,
10}. To show smaller or larger thresholds provide limited advan-
tage, we evaluated a broader range including 0.5, 15, 20, and 50.
Results show that 0.5 brings negligible structural change; 86.92%
cases have less than 5% relative wavefront reduction. Among them,
59.82% of matrices have no wavefronts reduced, limiting the benefit
only from reduced FLOPs and minor parallelism gains. Conversely,
while higher ratios such as 20 or 50 can yield stronger per-iteration
speedups, they often lead to more degraded convergence. Specif-
ically, 62.62% of matrices failed to converge or required at least
twice the number of iterations at a ratio of 50. Nonetheless, as Al-
gorithm 2 supports an extended set of candidate ratios, larger or
smaller ratios may still be appropriate in practice when numerical
or sparsity characteristics of matrices are known beforehand.

As discussed in Section 3.2.2, the algorithm uses an approxima-
tion of inverse norm and condition number to ensure convergence
safety condition in Equation 6. The key approximation is in com-
puting the condition number of 𝐴 as the ratio of the inf-norm of 𝐴
to its smallest diagonal entry. This inexpensive approximation is
empirically working across the covered dataset. To validate this ap-
proximation, we computed the inverse norm with exact condition
numbers using the same grid-searched optimal threshold combi-
nation (𝜏 = 1, 𝜔 = 10%). The approximated strategy achieved a
geometric mean speedup of 1.233 with a convergence rate of 52.34%,
while using the exact condition number gave 1.235 and 53.28%, re-
spectively. These close results confirm that the approximation is
accurate enough for guiding sparsification decisions.

3.3 SPCG-ILU(0) and -ILU(K)
The sparsifiedmatrix𝐴 is then used to compute the preconditioner’s
factors as shown in Figure 2. In practice, a variety of preconditioning
techniques could be used to improve the convergence and computa-
tional efficiency of an iterative method like PCG. In this paper, we
focus on incomplete-LU(0) and ILU(K) preconditioning, resulting in
SPCG-ILU(0) and SPCG-ILU(K) variants, respectively. ILU(0) factor-
ization approximately decomposes a sparse matrix 𝐴 into a lower
triangular matrix 𝐿 and an upper triangular matrix 𝑈 , such that
the non-zero sparsity structure of both triangular matrices matches
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that of 𝐴 without introducing any additional non-zero elements
(fill-ins) during the factorization. This characteristic ensures that
memory usage and computational costs remain low.

ILU(K) provides a more accurate preconditioner by introducing
fill-ins during the computation of the factor. The resulting factor is
denser than the ILU(0) factors but is still considered sparse. 𝐾 in
ILU(K) controls the number of fill-ins in the factor. As 𝐾 increases,
the number of fill-ins also increases. However, more accurate ILU(K)
preconditioners require more memory, reaching a point where the
trade-off between cost and accuracy becomes unfavorable because
the runtime of the solver increases, even though the total number
of iterations decreases.

We implemented the two variants of SPCG: SPCG-ILU(0) and
SPCG-ILU(K). The SPCG-ILU(0) relies on existing Sparse ILU(0)
preconditioners, such as cuSPARSE ILU(0) [36]. However, since de-
pendence between iterations in ILU(K) changes during factorization,
direct implementation in CUDA is significantly more challenging.
Due to this technical difficulty and because the main focus of this
work is on improving the solve phase of PCG (i.e., Algorithm 1),
we use a CPU implementation of ILU(K) based on SuperLU [31] to
compute the factors.

The induced sparsification exhibits a different effect on sparsity
pattern of SPCG-ILU(0) and SPCG-ILU(K) variants. Since ILU(0)
does not change the sparsity pattern of the input matrix, sparsifica-
tion always reduces the number of nonzeros in the factor. Given the
more complex interplay between sparsification and fill-in in ILU(K),
the outcome is less predictable, as it remains unclear whether reduc-
ing non-zero elements will amplify, preserve, or diminish the gains
provided by fill-in. In SPCG-ILU(K), since the goal is to evaluate the
sparsification on the ILU(K) precondtioner, the value 𝐾 is selected
to be the same for both SPCG and PCG. Deciding 𝐾 is often based
on domain-specific information. To isolate the effect of 𝐾 on spar-
sification and for fairness, we select the best converging 𝐾 from 10,
20, 30, and 40 for a given matrix for the non-sparsified PCG-ILU(K).
We then use this value to measure the effect of sparsification.

4 PERFORMANCE RESULTS
This section compares the performance of SPCG and the (non-
sparsified) PCG and analyzes the effect of sparsification on SPCG’s
performance. Specifically, the following questions will be addressed:
(1) How much faster is SPCG compared to the PCG solver? (2) How
does sparsification affect the end-to-end performance of a linear
solver? (3) How do different components of SPCG contribute to its
performance? (4) How does SPCG perform across different GPU
and CPU architectures?

4.1 Setup
Matrix Dataset. We initially selected all SPD matrices from the
SuiteSparse matrix repository [18] with dimensions greater than
1000.Matrices that producedNaN residuals under any configuration
of fill factors during the iterative solving phase were excluded. This
left a final set of 107 matrices, each with a complete set of results
for both SPCG-ILU(0)/PCG-ILU(0) and SPCG-ILU(K)/PCG-ILU(K).

Architecture. Performance measurements are conducted on two
NVIDIA GPU architectures, A100 and V100 and an AMD EPYC
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(b) The end-to-end speedups for SPCG-ILU(0).

Figure 4: SPCG-ILU(0) speedups onA100. The y-axis is limited
to the speedups ranging from 0 to 5.
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(b) The end-to-end speedups of SPCG-ILU(K).

Figure 5: SPCG-ILU(K) speedups on A100. The y-axis is lim-
ited to the speedups ranging from 0 to 5.
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7413 CPU architecture with 40 cores, operating at a base frequency
of 2.65 GHz and capable of boosting up to 3.6 GHz.

Methods. We use the sparse ILU(0) and sparse CG solver from
cuSPARSE as baselines in both SPCG-ILU(0) and SPCG-ILU(K). For
computing GFLOP/sec, we compute the theoretical FLOPs of the
non-sparsified baseline and reuse it for all methods. The reported
measurements for SPCG-ILU(0) and SPCG-ILU(K) are based on
the implemented heuristics that work by reducing the number of
wavefronts and considering the matrix properties. The convergence
threshold 𝜏 of 1 and wavefront threshold𝜔 of 10% are selected based
on a grid search over a swept range. All methods are implemented
using single-precision.

4.2 Per-iteration Performance
Figure 4a shows the speedup distribution when the matrices are
applied with SPCG-ILU(0). SPCG-ILU(0) provides a geometric mean
speedup of 1.23× across all matrices in the dataset. Also, the SPCG-
ILU(0) provides speedup for 69.16% of the matrices compared to the
PCG-ILU(0). As shown, the SPCG-ILU(0) achieves speedup for the
majority of matrices included in the dataset, while most of them are
distributed within the range of 1 to 2. The range of GFLOP/sec for
the original PCG baseline in Figure 4 is between 0.0004–156.2739
GFLOP/sec for ILU0.

Figure 5a demonstrates a similar trend for SPCG-ILU(K), where
sparsification improves per-iteration performance for most ma-
trices. The range of GFLOP/sec for the original PCG baseline in
Figure 5 is between 0.0007–2.7090 GFLOP/sec for ILU(K). A no-
table point different from what was observed for SPCG-ILU(0) is
that even when applying SPCG-ILU(K) leads to a slowdown, the
slowdown still remains close to 1, suggesting a minor negative
effect of SPCG-ILU(K) as compared to SPCG-ILU(0). SPCG-ILU(K)
provides per-iteration speedup on 80.38% of matrices. The gmean
speedup of SPCG-ILU(K) is 1.65×which is higher than SPCG-ILU(0).
This can be attributed to the same reasoning as why sparsification
tends to improve performance more on denser matrices: in ILU(K),
more nonzeros are introduced during the factorization phase due
to fill-ins; thus, more dependences are incurred. Sparsifying the
matrix before ILU(K) factorization results in a sparser matrix input,
potentially leading to more efficient parallel computation.

4.3 End-to-End Performance
Figure 4b and Figure 5b present the end-to-end speedup distribu-
tion for the SPCG solver using ILU(0) and ILU(K) preconditioners,
respectively. In the end-to-end analysis, we focus exclusively on
converging matrices, as only these allow us to fully evaluate the
effectiveness of both the factorization and solving phases, ensuring
that the solution is reached within a predictable time. The residual
accuracy for the convergence of a linear system is selected to be
1 × 10−12 and the maximum iterations allowed is 1000 iterations.

For SPCG-ILU(0), the end-to-end experiments demonstrate that
sparsification provides a gmean speedup of 1.68×, ranging between
0.69–9.61× across converging matrices. This reflects the ability of
the sparsification that does not affect or has a minimal effect on the
convergence of the linear systems. Particularly, in 94.65% of the lin-
ear systems, the number of iterations stays approximately the same
as the non-sparsified PCG. Given the higher per-iteration speedup

of SPCG, an end-to-end speedup is achieved. A stronger trend is
also observed in SPCG-ILU(K), where it provides a gmean end-to-
end speedup of 3.73× over the non-sparsified PCG. The number
of iterations stays approximately the same in 91.61% of matrices.
Overall, it is shown the wavefront-aware sparsification algorithm
demonstrates its effectiveness with both ILU(0) and ILU(K).

4.4 Ablation Study
This section discusses the effect of sparsification on the performance
of preconditioning construction and solving phases as well as shows
the efficiency of the wavefront-aware sparsification algorithm. In
this section, we define the “Oracle” version as the fastest implemen-
tation achieved by selecting among three sparsified thresholds: 1%,
5%, and 10%. We assume this “Oracle” version represents the upper
bound of sparsification performance for each matrix.

4.4.1 Sparsification effect on preconditioning and solve phases. To
better understand how sparsification contributes to the overall
process, we decouple the factorization phase and the PCG solving
phase from each other and analyze each phase separately.

Figure 6 illustrates the effect of sparsification on the ILU(0) fac-
torization phase for different sparsification levels: 1%, 5%, and 10%.
The plot shows that the factorization is improved for most matri-
ces across various sparsification levels, with higher levels slightly
tending to achieve a greater speedup. This is because the sparsi-
fication alters the matrix structure by removing elements before
factorization, which changes the paths through which dependences
propagate. This reduces the number of wavefronts and requires
fewer operations during factorization, optimizing both memory
access patterns and arithmetic intensity.
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Figure 6: Sparsified ILU(0) factorization speedup on A100.

For the impact on the PCG solving phase, Table 1a presents
the per-iteration speedup of SPCG-ILU(0) across different sparsi-
fication ratios for all matrices. The geometric mean speedup for
SPCG-ILU(0) shows consistent improvements, ranging from 0.98×
to 1.22× across the three sparsification ratios. Using wavefront-
aware sparsification in SPCG, the speedup reaches to 1.23×.

Similarly, as shown in Table 1b, SPCG-ILU(K) demonstrates no-
table improvements, with geometric mean speedups ranging from
1.47× to 1.65× for each individual ratio, confirming that sparsifica-
tion significantly enhances iteration efficiency. These results show
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Table 1: Per-iteration speedup of SPCG over PCG on A100.

(a) Per-iteration speedup statistics of SPCG-ILU(0).

Statistic/Setting 1% 5% 10% SPCG Oracle
Geometric Mean 0.98× 1.11× 1.22× 1.23× 1.39×
% Accelerated 56.14% 71.93% 68.42% 69.16% 78.07%

(b) Per-iteration speedup statistics of SPCG-ILU(K).

Statistic/Setting 1% 5% 10% SPCG Oracle
Geometric Mean 1.47× 1.62× 1.65× 1.65× 1.78×
% Accelerated 88.57% 92.86% 85.71% 80.38% 97.14%
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Figure 7: Per-iteration speedups of SPCG and the oracle im-
plementations of SPCG-ILU(K)

that while higher sparsification levels generally improve compu-
tational efficiency for both preconditioners, this is not always the
case. As observed in both tables, while applying a sparsification
ratio of 10% yields a higher geometric mean speedup, a larger per-
centage of matrices achieve speedup with a sparsification ratio of
5%. This phenomenon can be attributed to the excessive wavefronts
potentially introduced by over-aggressive sparsification, which neg-
atively impacts performance. So even though for some matrices,
10% sparsification can achieve a higher speedup, a wider range of
matrices benefit from a more moderate sparsification like 5%. This
experiment highlights that sparsification effectively accelerates the
iterative solver in both preconditioner and solve phases.

4.4.2 The effect of wavefront-aware sparsification. Additionally, as
shown in Table 1, the oracle version achieves higher geometric
mean speedups of 1.39× and 1.78×, highlighting the upper-bound
potential of sparsification for accelerating the PCG process when
the most suitable sparsification is applied.

Lastly, the overlapping of data points from SPCG and oracle vari-
ants illustrated in Figure 7 shows the effectiveness of the wavefront-
aware sparsification algorithm. Specifically, for per-iteration perfor-
mance and end-to-end performance respectively, 56.14% and 31.43%
of the sparsified matrix selections match the oracle choices.

By comparing the data points from group of the SPCG variant in
Figure 7 and formerly shown Figure 5b, we observe a slight upward
shift of the data point distribution. This suggests that the end-to-
end performance gains are not only from the PCG performance

boost, but also from the speedups from the factorization phase as
previously illustrated in Figure 6.

4.5 Portability
This section presents a cross-architecture consistency demonstra-
tion and analysis, highlighting the portability and performance of
SPCG by applying SPCG-ILU(0) on a V100 GPU and EPYC CPU.

Table 2: Per-iteration speedup on A100 and V100 for SPCG-
ILU(0) and SPCG-ILU(K).

Statistic/Setting SPCG-ILU(0) SPCG-ILU(K)
A100 V100 A100 V100

Geometric Mean 1.23× 1.22× 1.65× 1.71×
% Accelerated 69.16% 83.18% 80.38% 82.25%

To confirm the cross-architecture consistency by comparing
the speedup effects of SPCG-ILU(0) on A100 and V100 GPUs, we
conducted the same PCG tasks on both architectures across the
same set of matrices. As shown in Table 2, the measured speedups
for SPCG-ILU(0) are 1.23× on A100 and 1.22× on V100, while SPCG-
ILU(K) yields 1.65× on A100 and 1.71× on V100, demonstrating that
both GPUs consistently benefit from sparsification.

It is important to clarify that a higher speedup on one device
compared to another does not necessarily indicate which GPU is
faster overall, because speedup is a relative term between the spar-
sified version and the baseline, instead of an absolute timing metric.
It reflects each device’s ability to leverage improved parallelism
in SPCG. One primary reason for the observed speedups is that
reduced wavefronts enable higher parallel execution. Consequently,
variations in speedup magnitude arise from device-specific factors,
including architectural differences in memory bandwidth, parallel
execution units, and thread-block organization, which can either
amplify or mitigate the performance impact of reduced wavefronts.

Specifically, the number of wavefronts in SPCG-ILU(0) consis-
tently decreases and memory constraints are minimal due to zero
fill-ins. As a result, GPUs with a higher number of cores, such as the
A100, achieve slightly better geometric mean speedups compared
to the V100. This improvement is attributed to the A100’s abundant
resources, which enhances its ability to exploit the reduced wave-
fronts effectively. Conversely, in SPCG-ILU(K) scenarios, fill-ins
introduce variability and memory can become a bottleneck. In these
cases, the V100, despite having smaller shared memory resources
than the A100, benefits more significantly from SPCG’s reduction
of the solver’s memory footprint. This reduction alleviates memory
bottlenecks more effectively on the V100, resulting in comparatively
larger performance gains than those observed on the A100.

Examining the speedup distributions illustrated in Figure 8a-
8b, the histograms reveal that most speedup values exceed 1. This
indicates that, under the V100 scenario, the majority of matrices
experience moderate and stable performance improvements. Addi-
tionally, any performance degradations observed in some matrices
remain negligible. These findings are consistent with the speedup
effects observed on the A100 architecture, as shown in Figure 4a and
Figure 5a, further demonstrating cross-architecture consistency.
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While the focus of the work is on GPUs, we tested the solve
phase of SPCG-ILU(0) on an AMD EPYC CPU as shown in Fig-
ure 8c. SPCG improves the performance on CPU by a gmean per-
iteration speedup of 1.24×, with 91.59% of matrices benefiting from
the sparsification. This clearly shows the wavefront parallelism
improvement helps CPU architectures as well as GPUs.

4.6 Low-rank Approximation Methods
Low-rank approximationmethods apply sparsification to the factors
of preconditioners or factorizations in linear solvers where local
low-rank structures exist. This technique is fundamentally different
from SPCG, which is applied to the input matrix regardless of
rank structures and is instead based on the magnitude of values.
Identifying low-rank structures, especially in incomplete solvers,
is challenging because their frontal or supernodal matrices—dense
sub-matrices that hold fill-ins in the factors—are small, thus offering
fewer opportunities for low-rank approximation.

We use STRUMPACK [22] to explore low-rank solvers and their
different parameters. Particularly, we focus on Hierarchically Semi-
Separable (HSS) low-rank matrices and their various compression
parameters, including compression leaf size, relative and absolute
compression tolerances, and minimum separator size. However,
low-rank approximations were rarely triggered for incomplete
solvers. Despite experimenting with sweeping leaf size and com-
pression tolerances, we observed that HSS compression was only
effectively applied in 5.61% of the tested matrices. Reducing the
minimum separator size noticeably increased HSS usage, raising the
coverage to 28.04%. However, this setting negatively impacted both
performance and memory usage and is therefore not recommended.

Therefore, our analysis suggests that the majority ILU(0) or
ILU(K) factors are not qualified to trigger HSS compression from
STRUMPACK. Even when direct solver, i.e., LU factorization is used
as preconditioner, low-rank approximation does not improve the
performance. Due to this methodological mismatch, comparing
SPCG directly with STRUMPACK becomes less insightful.

5 ANALYSIS
This sections illustrates a series of analyses on application, matrix,
and architecture characteristics to gain a better understanding of
when and why sparsification is beneficial.

5.1 Impact of Application Characteristics
Based on experiment results, we observe that the application cate-
gory is a useful indicator for deciding whether to apply sparsifica-
tion, as matrices from the same categories often share properties
determined by the nature of the problem.

Figure 9 presents bar charts showing the geometric mean end-
to-end speedups across 17 application categories. Generally, 16 of
these categories show either moderate or strong improvements on
end-to-end performance, demonstrating a constant boost brought
by SPCG. To understand where the end-to-end performance gains
originate and where they deteriorate, we further analyze these
results by considering per-iteration speedups.

Among the categories that exhibit good end-to-end speedups,
several stand out for their consistent gains. In particular, economic,

duplicate optimization, and circuit simulation show strong improve-
ments in overall runtime. These categories also report excellent
per-iteration speedups, suggesting that sparsification effectively re-
duces wavefront depth and enables better parallelism in triangular
solves within each CG iteration. The preconditioners generated in
these cases not only support faster iteration steps but also preserve
convergence behavior, resulting in compounded and cumulated
benefits across the full solve process.

On the other hand, categories such as computational fluid dy-
namics and computer graphics/vision problems show relatively mod-
erate end-to-end improvements, despite achieving substantial per-
iteration speedups. This mismatch suggests that although the cost
of each iteration is reduced, the number of iterations required in-
creases. In these cases, the original acceleration advantage is diluted
by degraded convergence, leading to only partial gains overall.

5.2 Wavefront Analysis
We now consider the effect of sparsification on number of wave-
fronts. Figure 10a displays the results of analyzing whether wave-
front reduction and per-iteration speedup are correlated for SPCG-
ILU(0). The wavefront reduction ratio defined in Equation 7 is
utilized to evaluate the correlation. A trendline is computed using
linear regression to illustrate how wavefront reduction impacts per-
iteration speedup. It visually demonstrates a positive correlation
between wavefront reduction and per-iteration speedup. A Spear-
man’s correlation coefficient of 0.61 also reflects this moderately
strong correlation. The correlation highlights that reducing the
wavefront through sparsification leads to significant improvements
in parallelism during the PCG solving phase, which is the primary
reason sparsification enhances per-iteration solving performance.

The strength of this correlation arises from the fundamental
impact of the number of wavefronts on parallel performance of pre-
conditioners and triangular solvers. Reducing dependences results
in fewer wavefronts, leading to faster computations. By reducing
the number of wavefronts, parallelism is improved by reduced syn-
chronization and increased parallelism within each wavefront. Al-
though the exact degree of speedup varies depending on the matrix
and sparsification level, the clear relationship between wavefront
reduction and speedup is consistent across the dataset.

Similarly, Figure 10b shows a correlation between wavefront re-
duction and per-iteration speedup for ILU(K). As the wavefront re-
duction ratio increases, the per-iteration speedup tends to increase,
confirming the link between these two metrics in this scenario, too.
For SPCG-ILU(K), sparsification achieves more efficient memory
access patterns and computational reductions also by reducing the
number of wavefront elements processed during each iteration.
However, due to the interplay between sparsification and fill-ins
introduced by ILU(K), the effect of sparsification on wavefront re-
duction is more complex and thereby less strong than in ILU(0),
achieving a Spearman’s correlation coefficient of 0.22, indicating a
positive but weaker correlation.

5.3 GPU Profiling Observations
To gain deeper insights into the performance implications of spar-
sification on GPU hardware, we employed NVIDIA Nsight Com-
pute to profile matrices. We discuss three representative matrices:
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(a) SPCG-ILU(0) on V100.
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(b) SPCG-ILU(K) on V100.
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(c) SPCG-ILU(0) on AMD EPYC CPU.

Figure 8: The distribution of per-iteration speedups by SPCG on V100 GPU and on AMD EPYC 7413 CPU
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Figure 9: SPCG-ILU(0) speedup over PCG across applications.
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Figure 10: Correlation of wavefront reduction with per-
iteration speedup for ILU preconditioners applied with
SPCG.

𝑡ℎ𝑒𝑟𝑚𝑜𝑚𝑒𝑐ℎ_𝑑𝑀 , 2𝑐𝑢𝑏𝑒𝑠_𝑠𝑝ℎ𝑒𝑟𝑒 , and 𝑀𝑢𝑢. These matrices, each
serving as a representative example of a broader category, exhibit
varying levels of speedup due to sparsification.

5.3.1 Memory-Bandwidth Utilization: Sparsification helps reduce
global memory usage, resulting in improved DRAM throughput.
This reduction in memory bandwidth bottlenecks contributes di-
rectly to the observed speedups, as the GPU cores spend less time
waiting for memory operations to complete. For example, DRAM
utilization decreased from 1.71% to 1.07% for𝑀𝑢𝑢, contributing to

its modest speedup of 0.99×. Conversely, 𝑡ℎ𝑒𝑟𝑚𝑜𝑚𝑒𝑐ℎ_𝑑𝑀 demon-
strated an increase in DRAM utilization from 4.24% to 6.25%, corre-
lating with its speedup of 4.39×.

5.3.2 Shift Towards Compute-Bound Behavior: For matrices where
sparsification leads to performance improvements, we observed a
transition from memory-bound to compute-bound behavior. This
shift occurs because the reduced memory footprint allows the
GPU to better utilize its arithmetic and logic units, thereby en-
hancing overall computational efficiency. A notable example is
𝑡ℎ𝑒𝑟𝑚𝑜𝑚𝑒𝑐ℎ_𝑑𝑀 , where compute utilization increased from 16.49%
to 23.71%, reflecting better use of compute resources. In contrast,
2𝑐𝑢𝑏𝑒𝑠_𝑠𝑝ℎ𝑒𝑟𝑒 exhibited constant compute utilization of 1.07% be-
fore and after sparsification, indicating its performance is more
reliant on memory latency than compute efficiency. These find-
ings highlight the impact of sparsification: reducing global memory
pressure and improving compute-resource utilization. However, the
degree of benefit varies based on matrix characteristics, underscor-
ing the importance of careful parameter tuning for sparsification.

5.4 Condition Number Analysis
The condition number of a matrix provides a key measure of its
numerical stability and sensitivity, particularly in the context of
iterative solvers like SPCG. For a linear system𝐴𝑥 = 𝑏, it quantifies
how errors in the input vector 𝑏 can amplify in the solution 𝑥 .
Specifically, the condition number is the maximum ratio of the
relative error in 𝑥 to the relative error in𝑏. A high condition number
implies that small inaccuracies in 𝑏 may cause significant errors
in 𝑥 , while a low condition number indicates that the solution 𝑥
will remain relatively stable. The condition number is an intrinsic
property of the matrix, independent of the machine’s floating-point
precision or the algorithm used to solve the system [8]. This makes
it a critical factor in understanding how sparsification influences
convergence behavior in PCG solvers.

From the analysis in previous sections, sparsification has demon-
strated the potential to improve PCG solvers by reducing time
per-iteration through decreased wavefronts. Beyond this computa-
tional benefit, we found that 24 matrices in our dataset exhibited
cases where sparsification enhanced convergence. To explore the
underlying reasons, we examined the condition numbers of these
matrices and their sparsified variations at ratios of 1%, 5%, and 10%.
Representative examples include the matrices 𝑒𝑐𝑜𝑙𝑜𝑔𝑦2, 𝑡ℎ𝑒𝑟𝑚𝑎𝑙1,
and 𝑃𝑟𝑒𝑠_𝑃𝑜𝑖𝑠𝑠𝑜𝑛, each illustrating a distinct pattern of behavior.
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The system 𝑒𝑐𝑜𝑙𝑜𝑔𝑦2 fails to converge in 1000 iterations without
sparsification or at 1%, with final residuals above 1. At 5% and 10%,
however, it converges in 2 iterations, reaching residuals as low as
1.2 × 10−13. This dramatic improvement aligns with a condition
number drop from 30 to 10, confirming the enhanced convergence.

In 𝑡ℎ𝑒𝑟𝑚𝑎𝑙1, the effect of sparsification is gradual but consistent.
As the sparsification ratio increases, iteration counts drop steadily
from over 1000 to 531, then 127, and finally 71 at 10%. The condi-
tion number also declines from 10.71 to 10.70 and then to 10.61,
indicating improved conditioning and accelerated convergence.
𝑃𝑟𝑒𝑠_𝑃𝑜𝑖𝑠𝑠𝑜𝑛 shows diminishing returns at higher sparsifica-

tion levels. Convergence improves up to 5%, with iterations drop-
ping from 458 to 401 and the condition number from 1.11 × 104 to
1.07×104. However, at 10%, the system fails to converge within 1000
iterations, and the condition number returns to 1.11× 104. This sug-
gests that excessive sparsification can remove structurally critical
entries, degrading conditioning and weakening the preconditioner.

In conclusion, appropriate sparsification can enhance conver-
gence and computational efficiency, as confirmed by corresponding
improvements in condition numbers. However, excessive sparsifica-
tion may lead to a deterioration in both convergence and stability.

6 RELATEDWORK
Iterative solvers such as PCG are known to be important compo-
nents in several scientific simulations and are used as a way to mea-
sure the efficiency of systems for scientific applications. Dongarra et
al. [19] proposed and developed the High-Performance Conjugate
Gradient benchmark (HPCG) to assess high-performance comput-
ing systems. HPCG focuses on common data access patterns in
various scientific applications. We discuss two major categories of
accelerating PCG: wavefront parallelism and approximation.

6.1 Wavefront Techniques to Accelerate PCG
Using wavefront techniques to improve the performance of loop-
carried sparse dependence, such as those in sparse triangular solvers
and sparse incomplete LU factorization, is a common approach
because these techniques do not affect accuracy. Several DAG
scheduling techniques have been proposed to leverage wavefront
parallelism on CPU architectures. Wavefront parallelism meth-
ods [2, 3, 12–15, 37, 44] first create a dependency DAG, and then
compute a list of wavefronts to benefit from partial parallelism.

While wavefront parallelism ensures thread-level parallelism,
warp-level parallelism is also essential for GPUs where abundant
parallel resources exist. A wide range of scheduling techniques ap-
plied to sparse triangular solvers [34, 36, 41] or incomplete LU fac-
torization [5, 11] to leverage both thread-level and warp-level par-
allelism on GPUs. cuSPARSE [36] is the state-of-the-art NVIDIA li-
brary. CapelliniSpTRSV [41] and synchronization-free SpTRSV [34]
use atomic operations and busy-waiting to mitigate the impact of
barrier synchronization in wavefront parallelism. ILU precondi-
tioners also benefit from warp-level parallelism and address the
dynamic nature of ILU using multiple fixed-point iterations [5] or
block structures [11]. However, the dependences between iterations
remain the main obstacle to fully utilizing parallel resources, wast-
ing GPU time. Sparsification can reduce the number of wavefronts

and synchronizations. SPCG leverages existing implementations
and improves their performance on GPUs and CPUs.

6.2 Approximation in Linear Solvers
Matrix factorization methods, such as Gaussian elimination, offer
a general and direct way to solve linear systems. Several direct
solvers have been developed [17, 35] but their scalability is limited
by memory and computation requirements of fill-ins in their fac-
tors. Therefore, approximation techniques are used to compute an
estimates of the factors with reduced memory and computational
requirements. These approximate factors are then used with precon-
ditioned iterative solvers, such as PCG. We classify approximation
methods for linear solvers into three categories: mixed-precision
methods [1, 24], factorized sparse approximate inverse (FSAI) meth-
ods [4, 9], and sparsification methods [22, 28, 30].

Mixed-precision approaches [1, 21, 23–25, 27, 32, 42, 45] use low-
precision data types, such as float16, to reduce the size of the
factors. Mixed-precision linear solvers are especially important for
GPUs, where low-precision data types are commonly supported
and lead to less expensive computations. Mixed-precision direct
linear solvers are often used in preconditioned iterative solvers [24].
The SPCG solver proposed in this work can additionally benefit
from mixed-precision design.

The sparse approximate inverse (SAI) [9, 16] is another approxi-
mation method for solving linear systems through preconditioning.
The SAI preconditioner is based on assumption that a sparse ap-
proximate inverse of a given sparse matrix exists. The assumption
of sparsity in the approximate inverse is because the magnitude of
values in the actual inverse is often small. Therefore, the inverse
is approximately computed for a given sparsity pattern. The spar-
sity pattern can be determined statically [4] or dynamically [9].
Recent SAI techniques [29] also specify sparsity patterns that are
computable with GPU architectures and their tensor cores. SAI
techniques rely on matrix multiplication to apply the approximate
inverse, enabling efficient use of GPU resources. While SAI tech-
niques are efficient, not all matrices have a sparse approximate
inverse, limiting the generality of these techniques.

Sparsification is a common approach for approximating linear
system solvers and creating preconditioners to maintain general-
ity and efficiency. Application-specific sparsification, particularly
for Laplacian diagonally dominant matrices [28, 30, 38], has re-
ceived considerable attention. These methods sparsify fill-in based
on application properties. While efficient, these algorithms are
specific to a particular class of applications. Rank information is
commonly used to reduce computation. Many sparse matrices are
full-rank but contain several zero blocks. During factorization, these
blocks can be filledwith nonzero elements exhibiting low-rank prop-
erties in some parts, allowing for the removal of some elements
from the factor. Hierarchical low-rank approximation methods (H-
Matrices) [7, 33, 43] can extract local low-rank properties in certain
regions of the frontal matrices. H-matrices are used in sparse linear
solvers by applying it to tiles [10] or frontal matrices [22, 39] during
factorization. STRUMPACK [22] leverages this concept, using vari-
ous H-matrix and compression algorithms to sparsify the factors.
To be efficient, these methods require large frontal matrices, which
occur in direct factorization.
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The most commonly used sparsification method in solving lin-
ear systems is incomplete solvers, where the number of fill-ins
is pre-determined to control memory usage. Some examples are
ILU(K), and Incomplete Cholesky with K fill-in (IC(K)) solvers,
which are commonly used as preconditioners in iterative solvers
such as PCG [20]. This category is general and relies on reducing
the number of fill-ins based on the value of 𝐾 during factoriza-
tion. Several efficient incomplete solvers [36] are implemented for
GPUs. This sparsification methodology is the closest to our own.
The problem with sparsification in these incomplete solvers is that
they still retain many fill-ins that are not essential [39]. Even when
the dropping threshold is changed, most fill-ins remain in the fac-
tors. While low-rank approximation in STRUMPACK [22] and other
methods [39] are also applied to incomplete solvers, GPU versions
of these incomplete solvers are not supported; only a direct solver
is implemented on GPUs. Also, low-rank methods work efficiently
when the number of fill-ins is high, which is often not the case for
incomplete solvers with zero or a small number of fill-ins.

7 SUMMARY AND CONCLUSION
This paper has described SPCG, which uses wavefront-aware spar-
sification to optimize incomplete LU preconditioners ILU(0) and
ILU(K) on SPD matrices. SPCG improves the performance of the
PCG solver with minimal effect on convergence. As a result, two
variants of SPCG-ILU(0) and SPCG-ILU(K) are introduced, where
the difference comes from the type of preconditioner. SPCG im-
proves the efficient use of parallel resources by exposing more
parallelism and reducing the cost of data movement. SPCG is thor-
oughly benchmarked across a wide range of SPD matrices. The
sparsification in SPCG-ILU(0) and SPCG-ILU(K) leads to a geomet-
ric mean (gmean) speedup of 1.23× and 1.65× on an A100 GPU,
respectively. SPCG also improves the end-to-end performance of
linear solvers by a gmean of 1.68× and 3.73× on an A100 GPU for
SPCG-ILU(0) and SPCG-ILU(K), respectively. SPCG demonstrates
a similar speedup trend on a V100 GPU and an AMD EPYC CPU.
Additional analysis was also conducted, showing the effect of the
application and wavefronts on SPCG’s performance.
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